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This paper reports on the use of CFD-based exergy calculation procedure in the multi-disciplinary design and  
optimization of a complete aircraft system. The procedure is a multi-level one which is based on physical 
decomposition of the overall system into various sub-systems and utilizes the iterative local/global optimization 
procedure for system level optimization to avoid the implicit nesting of optimization loops. The procedure thus 
allows each subsystem to be modeled to a level of detail desired at the subsystem level. Formulation of the CFD-
based exergy calculation and results are presented, as is the procedure for both single point and multi-point 
optimization of the air-frame subsystem of the aircraft. Results from CFD-based modeling are further compared 
with those from traditional methods based on empirical formulation. 

 

Nomenclature 
Cp = pressure coefficient 
 f = friction factor 
M∞ =  free stream Mach number 
J                =   Jacobian of the coordinate transformation matrix 
k                =   turbulence kinetic energy 

TPr              =   turbulence Prandtl number  
s = entropy generation 

ijS            =   “ij” component of the strain rate tensor 

genS&  = entropy generation rate per unit volume 
Tw =  wall temperature 
γ = ratio of specific heats 
t                 =   time  
u, v, w        =  velocity components in the x, y, z Cartesian coordinate directions, respectively 

τu              =   friction velocity 
),,( zyx     =   the Cartesian coordinate directions 

+y               =   shortest distance to the nearest wall normalized by the friction velocity and fluid kinematic 
                        viscosity 
α = angle of attack 

TT νµ ,        =   turbulence dynamic and kinematic viscosities, respectively 
ρ               =    fluid density 
ε               =   turbulence kinetic energy dissipation rate 

ijτ              =   the “ij” component of the shear stress tensor 

),,( ζηξ     =   the curvilinear coordinate directions 

I. INTRODUCTION 
The design of a complete aircraft is a complicated undertaking consisting of several variables, and requiring the 

convergence of different technologies and experts from different disciplines. While many engineering research activities 
tend to focus on a specific aspect or detail of an engineering system, design/optimization research has a focus on the 
entire system as a unit, incorporating the complex interactions and requirements of the various smaller subsystems or 
components comprising the system. By this definition, design/optimization problems are quite complex. Traditionally, 
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engineers have tackled this complex system design effort by using trade-off analysis, handbooks and specifications, and 
rule of thumb. With increasing computational power, attention has focused on the solution of design/optimization 
problem in an integrated manner. Initial solutions have been based on reduced models in which many of the subsystem 
or component details are represented by less complicated models. Less detail may lead to manageable problems but 
entails a loss of information which tends to make the result of such optimization questionable or of little use. 
 

The overall objective of an aircraft design/optimization undertaking is to obtain an optimized or “best” system 
incorporating all the model details of the components of the system, as a single problem or in an integrated or single-
level effort. Formulating and solving the synthesis/design, analysis/optimization problem for aerospace systems as a 
single-level problem is very difficult, if not impractical. The first reason is the huge size of such problems and the 
number of variables contained in such an analysis. Secondly, the tools for analyzing the different components and/or 
subsystems typically consist of disparate computer programs on different platforms making an integrated analysis 
extremely difficult. A third reason is the fact that most systems are designed by several different engineering units, 
sometimes at different geographical locations, and even sometimes from different organizations. Consequently, 
procedures that utilize a multi-level approach or utilize decomposition methods are more attractive.  
 

Several decomposition methods have been used to break up the design problem into several levels including 
physical, disciplinary, conceptual, and time based decomposition.1-4 Decomposing the problem into subsystems allows 
the modeling of each subsystem by different groups of engineers and at different locations. This also makes the scope of 
the problem more manageable. 
 

Another issue faced during design optimization of aircraft systems is the issue of whether to design for a single 
design point or over an entire mission. Designs optimized for a single point in service are easier to formulate but do not 
guarantee an optimal vehicle over a mission range and/or over the life of the vehicle, nor does if consider variations in 
atmospheric conditions with different missions. 
 

To address the single point/multi-design point, single/multi-level issue, particularly with respect to large-scale 
optimization, Munoz and von Spakovsky5 and Rancruel and von Spakovsky6,7 have, for example developed and 
successfully applied various decomposition procedures for the resolution of the large-scale synthesis/design optimization 
problem of a high performance aircraft system. The systems considered comprised of multiple subsystems including the 
airframe – aerodynamics, propulsion, fuel loop, environmental control, thermal management, electrical, hydraulic, oil 
loop, controls, expendable payload, and equipment group subsystems. The procedure developed in their work was 
extended in the current study. 
 

The next question is how much detail from the components needs to be integrated at the system level. The answer to 
this question is usually constrained by computational resources. An advantage of multi-level approaches is that it permits 
varying levels of details or degrees of fidelity to be used in an integrated fashion. An analysis may be commenced with 
more approximate models at each level and refined as the analysis proceeds. However, a problem with multi-level 
optimization efforts is the nested optimization loops implied in the procedure. The iterative local-global optimization 
(ILGO) procedure1,5-7 addresses this problem by removing the need to nest the optimization by using “shadow functions” 
or a gradient-type formulation based on the coupling functions at the system level. In the current paper, we examine 
procedures to alternatively utilize high-fidelity computational fluid dynamics (CFD) calculations to model the Air Frame 
subsystem of a modern commercial aircraft and compare the results with those utilizing a lumped parameter model. In 
addition, we demonstrate how the formulation fits with the iterative local global multi-level approach. 
 

In the current study, the objective function is based on exergy destruction. Exergy is a measure of the maximum 
theoretical work that can be obtained from a system and unlike energy based objective function measures both energy as 
well as the quality of the energy in a system. Exergy combines balances of mass, energy, and entropy into a single 
balance of exergy. In addition, exergy-based analysis allows the designer to identify areas of high exergy destruction and 
consequently potential for design improvement. 

II. Design/Optimization Analysis Procedures 

The techniques for handling a multi-level design/optimization problem can be divided into three tasks shown in figure 1.  
 
 
A. Decomposition 
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Physical decomposition divides the system along sub-
system lines. In this sense, the system is composed of 
physically interacting subsystems each possessing a certain 
degree of autonomy but depending on other subsystems via a 
number of couplings or shared variables (Alexandrov & 
Kodiyalam, 1998).2 For instance, the environmental control 
sub-system is distinct from the propulsion sub-system in that 
the physical components contained in each sub-system are 
distinct and separate but are coupled by several 
variables.1,12,13,17,18 Disciplinary decomposition divides the 
system along the lines of different disciplines such as 
thermodynamic, economic, aerodynamic, etc. Conceptual 
decomposition breaks down the system according to the type 
of variables, for instance operational variables which vary in 
time and static ones. Time decomposition transforms or 
decomposes a dynamic problem into a series of quasi-
stationary ones consisting of a series of stationary time 
segments.17,18

 Figure 1. Parts of an applied MDO analysis 
B. Modeling 

Modeling of the various components and subsystems typically involves several engineering software from different 
providers. The greatest challenge in this step is usually the integration of the different software. Several levels can be 
identified in the multi-level modeling and optimization process: 
 
Low Level Function Interpreters and Symbolic Language Programs 

These are tools that allow an engineer to specify the equations and models comprising a component in mathematical 
form, aggregating these low level models into higher level models through additional mathematical expressions and 
functions. Technically, a complete system can be built using these tools. However, the procedure is quite difficult and 
prone to error at every level. 
 
Aggregated Component Tools 

This involves the use of prepackaged tools for specific models such as the use of an engine simulator for computing 
the thrust and weight of the propulsion system (e.g. Weight Analysis of Turbine Engines, WATE) or a heat exchanger 
program for the various heat exchangers in the sub-systems of the aircraft. Component tools are typically treated as a 
black box in the integration of the models into the complete system. 
 
Approximation Tools 

Response surfaces may be generated from experiments or measurements of a component or sub-system as a function 
of selected decision variables and used as the model in the multi-level optimization phase. 
 
C. Optimization 

Several tools have been used to optimize a complete system based on a multi-level optimization of the various 
subsystems. Available procedures include gradient-based methods that work well for subsystems with continuous 
variables but are prone to local optima. Procedures based on evolutionary algorithms and expert systems are more 
computationally intensive but are not prone to local optima and can be used for mixed integer problems. A combination 
of several optimization procedures is typically used for a complex problem – selecting the most fitting technique for each 
subsystem. However, the optimization within each subsystem is typically nested within the global optimization with the 
variation of each coupling variable or function connecting the subsystems. 
 
D. The Iterative Local/Global Optimization Procedure 

The iterative local/global optimization procedure2,5-7,17,18 avoids the need for nested optimization by utilizing the 
gradient or response of each subsystem to the variation of the coupling functions. 
 
Considering a system decomposed into two subsystems with variables, 21 , xx rr

, and the model equations: 
 

0)(,0)( 2211 == xHxH rrrr
 

and constraints 



0)(,0)( 2211 ≤≤ xGxG rrrr
 

and objective function 
 

),,(),,( 211222211211 uuxFuuxFF +=  
 
Assuming the coupling function u12, u21 between the subsystems, the overall objective becomes: 
 
Minimize  

),,( 211211 uuxFF =  

w.r.t. 1xr  

0)( 11 =xH rr
 

0)( 11 ≤xG rr
 

and 
 

),,( 211222 uuxFF =  

w.r.t. 2xr  

0)( 22 =xH rr
 

0)( 22 ≤xG rr
 

 
Assuming the resulting values for the optimum solutions are F1o, and F2o, then 
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Depending on the sign of the partial derivatives of the coupling functions, improved estimates of the coupling 

functions may be obtained from the above equations. 

III. Formulation 
The objective is to compute the exergy destruction rate of the Airframe subsystem aerodynamics (AFS-A) as a part 

of the overall exergy objective function. An option is to use lumped parameter models or to use CFD. Lumped parameter 
models are approximate relationships based on aggregate parameters, such as the wing thickness, span, and aspect ratio. 
Using CFD can provide more accurate results than the lumped models but require more time. In addition, lumped 
parameter models may not be applicable or exist for a specific aircraft configuration. 
 
A. Lumped Parameter Estimates 
For an uncambered wing, the lift-drag relationship may be expressed as: 
 

0
2

1 DLD CCKC +=  
 The drag can be estimated as 
 
Subsonic 
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In addition, the lift factor, K1, can be estimated by 
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where AR is the wing aspect ratio, M is the Mach number, ΛLE is the quarter chord sweep angle, e is the span efficiency 
factor, Cfe is the skin friction factor, and CDwave is the drag coefficient due to wave shocks. 
 
The following expressions are often used to estimate the lift coefficient in the above expression: 
 
Subsonic Lift Slope  

CL = αCLα
 
where CLα is the wing lift curve slope, and α is the angle of attack. 
 
Where its value is not available, CLα may further be estimated by 
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22 1 M−=β  

βπ
η α

/2
lC

=  

( )2/107.1 bdF +=  
In the above equations, Λmax t is the sweep angle of the wing at the chord location where the airfoil is thickest, Clα is the 
airfoil lift curve slope, Sexp is the exposed wing platform, F is the fuselage lift factor, which accounts for the lift due to 
interaction between the wing and the fuselage, d is the fuselage maximum equivalent diameter, and b is the wing span. 
 
Supersonic Lift Slope  

CL = αCLα
 
where CLα may be estimated as 
 

βα
4

=LC  

when  LEM Λ> cos/1
 
Estimating the Skin Friction Coefficient 

The component build up method (Raymer, 2000)22 can be used to estimate the subsonic parasitic drag from each 
component of the aircraft using a calculated flat-plate skin-friction drag coefficient, Cf, and a component form factor 
(FF) which accounts for the pressure drag due to viscous separation. The interference effects on the component drag are 
calculated as the factor Q. The subsonic parasitic drag is given by: 
 

( )
PDLDMISC

ref

cwetf
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S
FFQSC

C &0 ++= ∑     (1) 

where CDMISC is the miscellaneous drag coefficient, which accounts for special features such as flaps, upsweep aft 
fuselage, base area, etc. CDL&P is the contribution for leakage and protuberances. The subscript c indicates that those 
parameters are different for each component.  
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The flat-plate skin friction coefficient, Cf, depends on Reynolds number, Mach number, and skin roughness. The 

most important factor affecting skin-friction drag is whether or not the flow is laminar or turbulent. The expressions for 
skin-friction for a flat plate are shown below: 
 
Laminar: 
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where l is the characteristic length and U∞ is the speed of the aircraft.  
 
The form factor can be estimated for each component as follows: 
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Fuselage and Smooth Canopy: 
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where (x/c)m is the chord-wise location at the airfoil maximum thickness point. Is the sweep angle at the maximum 
thickness line, and f is given by 
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l
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The component interference factor Q is used to account for increase in parasitic drag due to the mutual interference 

between components. Estimates for this quantity were obtained from Raymer (2000).22

 
Leaks and protuberances add drag and are difficult to predict by any method. Leakage drag is due to the tendency of 

an aircraft to “inhale” through holes and gaps in high pressure zones and “exhale” in low pressure zones. Protuberances 
include antennas, lights, fuel vents, actuators, etc. These quantities are ignored as they are not included in the CFD model 
to which the current estimates will be compared. 
 

The supersonic parasitic drag is given by: 
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where CDwave is the drag due to shocks and can be estimated as 
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which represents the minimum possible wave drag for any closed-body with the same length and volume – the “Sears-
Haack” body. For a specific aircraft body, the Sears-Haack body drag can be modified by 
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Exergy Calculation 
The exergy destruction rate may be computed from the overall parasitic drag 
 

0T
VTD

Ex parasitic
DES =      (8) 

where T is the average temperature of the aircraft, Dparasitic is the total parasitic drag force, V is the speed of the aircraft, 
and T0 is the reference temperature, typically taken as the “sea level” temperature. The values for the required variables 
are shown in table 1. 
 

Table 1. Variables for the AFS-A Empirical Model 
 

Component Variable 
 

Initial Value/ 
Constraints 

b/L Wing span 7.5 
ΛLE Sweep angle 40o

AR Aspect ratio 4.98 
t/c Thickness ratio 0.2 
x/c Thickest point 0.24 
Λm Sweep angle at maximum 

thickness  
10o

Swet/Sref Flapped area to reference area 6.49308 

Wing 

Sref Reference area (L2) 69.324 
l/L Fuselage length 8.2 
d/L Fuselage maximum diameter 0.76 
Sref (m2) Reference area (L2) 69.324 

Fuselage 

   
 
Based on the above equations and value, the friction and form factor for the components of the aircraft are: 

 
 

Wing 
Cf = 0.0033486, FF = 2.2075 
 
Fuselage: 
Cf = 0.00351128, FF = 1.02745 
 
CD = 0.0806. 

 
The drag was calculated as 293,702.53N and the total exergy destruction rate as 8.69 x 107W. 
 
B. The CFD Procedure 

The CFD equations are those of the compressible Navier-Stokes equations. 
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where Q is the vector of solution variables, and F, G, and H are the Euler fluxes: 
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and (U, V, W) are the contravariant velocity components defined as 
 

wvuWwvuVwvuU zyxzyxzyx ζζζηηηξξξ ++=++=++=       ,       , . 
 

In the above equations, (u,v,w) are the velocity components in the Cartesian coordinate directions (x,y,z), ρ is the 
density, and p is the pressure. E is the total energy, which can be written as 
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By using the implicit, approximately-factored finite-difference algorithm of Beam-Warming and employing a 
Newton-like sub-iteration, we have the following algorithm: 
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and superscripts “p” and “n” denote the sub-iteration steps and the outer-loop time steps, respectively.  In the above 

equations, (ξ, η, ς) are the curvilinear coordinate directions and st∆ is the time step for the sub-iterations. Either a first or 
second-order temporal accuracy can be specified in the above iterative procedure by selecting 0φ =  or 1/ 2φ = . 
For , and  at convergence in p. 1p = pU U= n pn UU =+1

 
 

For high-order differencing of flow fields with shock waves, the weighted essentially non-oscillatory (WENO) 
procedure24 is used, which can be summarized as follows, if we consider the ξ direction in Eq. (5) as an example: 
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with as the normalized weights, rω )( rrr ωωω = and dγ are constants, ε is a robustness factor that prevents the 
occurrence of a zero denominator, while βγ  is a smoothness indicator, which is related to the undivided difference. The 
positive sign indicates upwind, while negative implies downwind. We set and use spectral radius from coupled 
equation systems to compute the value of α, as opposed to a component-wise procedure to determine this parameter. 
Note that c

1410−≈ε

rm are coefficients of Lagrange interpolation formula.24

 
C. CFD Entropy Calculation 

The procedure for calculating the entropy is derived formulations based on the Onsager relations.9 This relation is 
quasi-steady:  
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,     (11) 

where the term on the left-hand side represents the entropy generation per unit volume. The first term on the right 
represents irreversibilities related to the degradation of mechanical energy into internal energy25,26 while the second term 
represents irreversiblities related to heat transfer across finite temperature differences. 
 
 

For the present studies, we have used a model based on eddy viscosity to calculate the average entropy generation 
per unit volume: 
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where eddy viscosity-type assumptions are made: 
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The average entropy generation rate can be expressed in non-dimensional form as follows: 
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where, for the curvilinear coordinate system used, we have 
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Note that integration over volume of the entropy per unit volume is required in order to obtain the total entropy 
generation in the domain. Also note that the above formulation allows the rate of entropy generation to be computed as a 
derived (post-processed) quantity. 
 

The exergy destruction rate in the control volume represented by the CFD domain may be expressed as: 
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where  h, s, µ, m, and T0  are the specific enthalpy, entropy, chemical potential, constituent mass, and “dead state” 
temperature respectively, while ξ and z are the velocity and elevation of the bulk flows entering and exiting the control 
volume. 

 
For steady state 

                                           (17) eDES
Q
x xExExEWE &&&&& −+−−=0

 
From the Guoy-Stodola relation, the rate of irreversibilities occurring in a process is directly proportional via the 

“dead state” temperature to the rate of entropy generation: 
 

DESirr xESTI &&& == 0       (18) 
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where, of course, the rate of exergy destruction which occurs in the process is equal to the rate of irreversibilities. 

For the AFSA, the only contribution to exergy destruction is the entropy destruction as well as heat loss from the 
airframe: 
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Observations have shown that the contributions to the entropy generation rate in Eq. (13) show very steep gradients 
close to a wall and numerical simulations are far more effective with wall functions for the production terms.26,28 This is 
particularly important for simulations with large values of y+ (necessary when it is computationally impractical to resolve 
the flow at the wall for large calculations). The high Reynolds number k−ε model employs wall functions in place of fine 
resolutions at the wall. It has been used for turbulent entropy calculations.21 The details of the model are presented 
below. 

 
D. Turbulence Viscosity Model 

The turbulent shear stress is approximated in the eddy viscosity form: 
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The constants in the above equations are Cµ = 0.09, ρκ = 1.0, ρε = 1.3, C1 = 1.44, C2 = 1.92 and ijij SP ~~τ=  is the 

turbulent production. For boundary conditions, a two layer “law of the wall” was used to impose the k and ε values at the 
first point (on the wall). A wall function was also used in the viscous sublayer. Details of the formulation can be found in 
the work of Steffen.29

IV. Calculation of Flow over Boeing 747-200 Commercial Aircraft 
The entropy production associated with the flow over a Boeing 747-200 commercial aircraft was calculated, as a 

way of generating exergy-based design data for the AFS-A subsystem of an integrated aircraft design/synthesis analysis. 
The following conditions were used: M∞ = 0.855, α = 3.05o, reference area = 5500 sq ft (792,000 sq in), moment center 
= (1339.91, 0.0, 191.87) in., moment reference length = 327.8 in., and Re = 10680 per in. The spatial dimensions have 
been normalized with the moment reference length, leading to a reference Reynolds number, Re = 3.5×106. Both Euler 
and Navier-Stokes calculations were carried out using high-order discretization. The computational grids contained nine 
blocks with the following grid points: fuselage 138 x 70 x 30 = 416,000, nose cone 31 x 20 x 30 = 18,600, tail cap 

, wing base 129 x 38 x 30 = 147,060, wing mid section 50 x 129 x 29 = 187,050, wing tip (top) 
77 x 41 x 28 = 81,508, wing tip (bottom) 77 x 41 x 28 = 81,508, wing patch 71 x 71 x 71 = 357,911, and far-field grid 73 
x 39 x 48 = 136,656. This yields a total number of grid points of 1,444,993. The first grid at the wall is located 
approximately at ∆y = 1 x 10

)600,18302031( =××

-4 which corresponds to a y+ ≈ 80. The grid used for the calculations is shown in Fig. 2 and 
described below. 
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X 

(a) (b) 
Figure 2. Mesh used for the computation of flow around the B747-200. 

 
A. The B747-200 overset  grid system 
The fuselage surface is modeled using three overset blocks shown in Fig. 2(a). Block 2 (fuselage) spans most of the 

fuselage length in the physical x-direction. Blocks 3 and 4 are designed to cover the nose and tail surfaces of the 
fuselage. The later blocks are necessary to avert the computational singularities near the two poles. 
 

Figure 2(b) shows an ensemble view of the computational grids, Blocks 5 through 8, around the wing. Block 5 
(wing base) is a C-H type grid designed to connect the wing and fuselage surfaces. Block 6 (wing) is a C-type grid and 
extends over most of the wing span. Blocks 7 and 8 (wing tip top and bottom) consist of the H-H topology. The 
computational blocks around the wing exhibit enhanced grid density near the wing trailing edge and near the wing tip. 
For all computational blocks near solid walls (Blocks 2 through 8) the normalized grid space value at the wall is ∆ = 
1×10-4. 
 

A far-field box-shaped grid (not shown in Fig. 1) is designed to connect the computational blocks near the fuselage 
and the wing with far field conditions. For Block 1, the grids are clustered near the fuselage and wing blocks in all 
computational directions.  
 

Details of the calculation and some of the difficulties encountered in performing the simulations are presented in 
Ladeinde et. al.21 The results are discussed below. 
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a.        b) 

Figure 3. Contours of (a) entropy generation and (b) pressure around the B747-200 aircraft 
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Figure 4. Contours of (a) entropy generation and (b) pressure around the bottom of the B747-200 aircraft 
 

Figure 3 shows the entropy and pressure contours at the top of the fuselage and the suction side of the wing while 
Fig. 4 shows the analogous plots at the bottom of the fuselage and the pressure side of the wings, respectively. From 
these figures, it can be noted that much of the entropy at the surface is generated on the top part of the plane, in the nose 
region and in the tip of the wing where the velocity gradients are maximum. In addition, high entropy generation can be 
found on the fuselage just above the wings and on the wings close to the junction where the wings and fuselage meet. On 
the bottom surface, most of the entropy is generated along the most curved surfaces where the velocity gradients are a 
maximum. 
 

The total exergy destruction over a range of angle of attack is presented in the table below. The results show some 
relationship between the exergy values obtained via CFD and those obtained from empirical relationships. In particular, 
both calculations show a similar trend with increasing angle of attack. 

 
Table 2. Comparison of Exergy and Aerodynamic Calculations Obtained via CFD and Empirical Relations 

α 0 1.05 2.05 3.05
T 0 S 463.660 563.227 593.178 656.211
EXQ 113.521 100.028 64.307 118.569
Ex 350.140 463.198 528.871 537.642

C L 0.090 0.201 0.410 0.615
C D 0.018 0.020 0.028 0.040
CM -0.026 -0.023 -0.025 -0.022
C F 0.351 0.385 0.401 0.420
Drag 3.01E+05 3.30E+05 3.51E+05 3.76E+05
Ex(W) 8.92E+07 9.78E+07 1.04E+08 1.11E+08

α 0 1.05 2.05 3.05
C L 0 0.226 0.441 0.657
K 1C L 0 0.018 0.035 0.052
Drag 2.94E+05 3.08E+05 3.22E+05 3.36E+05
Ex(W) 8.69E+07 9.13E+07 9.54E+07 9.96E+07

CFD

Empirical Relations

 
 

V. Conclusions 
In the current paper, the feasibility of utilizing CFD calculations to model the AFS-A as part of a multi-disciplinary 

design optimization of a complete aircraft was demonstrated. The procedure is based on a multi-level decomposition and 
optimization of the various physical subsystems of the aircraft. System level optimization is obtained based on the 
iterative local/global optimization procedure which avoids the need for nested optimization by utilizing the gradient or 
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response of each subsystem to the variation of the coupling functions. In the procedure, the amount of model detail can 
be determined at the subsystem level. Using exergy as the objective function, calculations were presented to compare 
empirical models of the airframe subsystem to CFD models. 
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