The objective of the current study is to combine a high-fidelity large eddy simulation (LES) flow solver with a level-set flamelet algorithm for the prediction of premixed turbulent combustion. The same level of high accuracy is implemented for simulation at all speeds. The goal of this work is to accurately predict the unsteady turbulence-flame interaction for realistic industrial combustors with complex geometries. The numerical issues related to the numerical implementation of the LES equations, flamelet model and level-set algorithm are presented in detail. The accuracy of the numerical implementation is verified through comparisons with experimental data for an augmentor flame holder and a turbulent Bunsen burner flame.

**Nomenclature**

- \( a, b \) = right hand side parameter for the COMPACT scheme
- \( c_p \) = specific heat at constant pressure
- \( c_{rm} \) = coefficients of a Lagrange interpolation (for the WENO scheme)
- \( D \) = nozzle diameter
- \( D_p \) = pilot flame diameter
- \( E \) = specific total energy
- \( F, G, H \) = vector of convective fluxes in the physical \( x, y, \) and \( z \) directions, respectively
- \( G \) = level-set function
- \( h \) = specific enthalpy
- \( F_v, G_v, H_v \) = vector of viscous fluxes in the physical \( x, y, \) and \( z \) directions, respectively
- \( i, j \) = spatial scheme indices
- \( J \) = Jacobian of the transformation between the physical and the curvilinear coordinate system
- \( K \) = stretch rate
- \( k \) = turbulent kinetic energy
- \( l_F, l_{F,t} \) = laminar and turbulent flame thickness
- \( M \) = Mach number
- \( P(\cdot) \) = probability density function
- \( Pr \) = Prandtl number
- \( p \) = thermodynamic pressure
- \( Q \) = vector of conserved variables
- \( Q_T^0 \) = chemical source term
- \( q_i \) = component of the heat flux vector
- \( Re \) = Reynolds number
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\( \tilde{R}_{\text{Roe}} \) = right eigenvectors matrix of \( \partial F / \partial Q \) based on a Roe-averaged state at midpoint locations

\( S \) = source term in the flow conservation equations

\( S_L \) = laminar flame velocity

\( S_T \) = laminar flame velocity

\( \text{SGS} \) = sub-grid scale

\( S_t \) = Strouhal number

\( T \) = temperature

\( t \) = time

\( u_i \) = velocity components

\( u' \) = velocity fluctuations

\( W \) = flame holder width

\( x,y,z \) = physical coordinate system

\( Y_k \) = mass fraction of species \( k \)

\( \alpha \) = left-hand side parameter for the COMPACT scheme; spectral radius used in the WENO scheme

\( \alpha_f \) = filter parameter for the compact scheme

\( \gamma \) = ratio of specific heats

\( \varphi \) = parameter for the Beam-Warming time marching scheme

\( \kappa \) = flame curvature

\( \Phi \) = fuel-to-oxidizer equivalence ratio

\( \phi \) = generic variable

\( \nu, \nu_t \) = laminar and turbulent viscosities

\( \rho \) = density

\( \xi, \eta, \zeta \) = curvilinear coordinate system

\( \xi_i \) = transformation metrics between the curvilinear and physical coordinate system

\( \Delta \) = filter width

\( \Delta t \) = time step size

\( \Delta x, \Delta y \) = grid size

\( \tau_{ij} \) = component of the viscous stress tensor

\( \omega \) = vorticity

\( \omega_r, \tilde{\omega}_r \) = normalized weights for the WENO scheme

\( \omega_k \) = reaction rate of species \( k \)

### I. Introduction

Modern aircraft engines and gas turbine combustors are required to reduce NOx emissions for environmental reasons. While a number of approaches have been investigated for lowering pollutant emissions, lean-premixed combustion (LPM) is considered an effective and competitive means to achieve this goal.\(^6\) As the equivalence ratio in such combustors is reduced, the adiabatic flame temperature drops as well, leading to significant reduction in the concentration of the NOx species. However, lean combustors are prone to transient flame holding phenomena, such as flame blowout. Flame instability is of great concern for aircraft engine designers because of reduced combustor efficiency and the potential for structural damage.

The large eddy simulation (LES) procedure received increased attention from the combustion research community in recent years due to its potential to accommodate realistic engineering configurations. Highly unsteady turbulent flows in complex combustor configurations need to be adequately solved. Since the flame is thinner than the characteristic integral scale in realistic industrial devices, the chemical reactions occur at the sub-grid scale (SGS) level and need to be modeled. Several approaches have been proposed for the treatment of premixed flames within the context of LES. One approach is the artificially-thickened flame model,\(^5,38\) where the flame thickness is increased via the use of a increased value for the thermal diffusivity. Although this model is attractive for simulating complex chemistry and transient phenomena, it modifies the Damkohler number and can therefore lead to un-physical combustion dynamics. The level-set model is another approach, which attempts to model the premixed flame from a geometrical point of view. The level-set or G-equation, originally proposed by Williams,\(^40\) models the evolution of the flame front. Several models have been developed based on the G-equation. Menon and his coauthors considered the level-set function as a progress variable.\(^3,19,24\) This approach was applied successfully to
realistic engineering problems. Peters proposed a transport equation for the level-set function treated as a distance function within the context of RANS. This approach was used by Nilsson and Bai who also considered the effects of flame stretch in the flamelet model. Pitsch and Duchamp de Lageneste, using LES, extended the level-set approach to include both the thin and corrugated flame regimes. Their numerical approach is based on a second-order finite volume method and an improved model for the turbulent burning velocity. The effects of mixing between the combustion products and the surrounding ambient on the flow field were also modeled. Huang et al. considered the modeling approach of Pitsch and Duchamp de Lageneste to study the combustion dynamics in a lean-premixed swirl-stabilized combustor. The LES equations were solved with a second-order finite volume method while the flamelet library used un-stretched premixed flames.

In the present work, we integrate a high-fidelity LES procedure with a level-set flamelet approach. The computational procedure is based on high-order spatial discretization of the governing equations. The compact, Padé approximation procedure is used for low Mach number flows and weighted essentially non-oscillatory scheme for high Mach number flows. Thus, the high-fidelity simulation is available for all speeds, from incompressible to supersonic or even hypersonic speeds. The high-order spatial discretization is marched in time by a fourth-order Runge-Kutta procedure. In order to accommodate the analysis of realistic problems with complicated geometries and be competitive with unstructured mesh simulations, a matching high-order overset procedure was also developed and implemented. The implemented flamelet approach accounts for the effects of flame stretch and variable fuel-oxidizer mixing ratio. Our goal is to be able capable to accurately predict transient premixed and partially-premixed flame phenomena, including localized extinction and re-ignition in various turbulent reacting flow configurations. The foregoing capabilities in our procedure are needed for high-fidelity simulations of reacting flows in realistic combustor and augmentor geometries. The results of LES/level-set flamelet simulations presented here are validated with experimental measurements.

II. The Mathematical Models and Numerical Procedures

The transport equations for the filtered flow field variables, including those associated with combustion are presented in this section. The numerical procedures for the spatial and temporal discretization of the transport equations are also presented in this section.

A. The Governing Equations

The fully compressible forms of the continuity, momentum and energy equations are employed in this study since we are interested in the non-linear coupling between the acoustic, vorticity, and combustion fields. The Favre-averaged conservation equations are written in conservation form:

\[
\frac{\partial \overline{\rho}}{\partial t} + \frac{\partial (\overline{\rho} \overline{u}_j)}{\partial x_j} = 0,
\]

\[
\frac{\partial (\overline{\rho} \overline{u}_j)}{\partial t} + \frac{\partial (\overline{\rho} \overline{u}_j \overline{u}_j + \overline{p} \delta_{ij})}{\partial x_j} = \frac{\partial (\tau_{ij} - \tau_{ij}^{SGS})}{\partial x_j},
\]

\[
\frac{\partial (\overline{p} \overline{E})}{\partial t} + \frac{\partial (\overline{p} \overline{E} + p \overline{u}_j \overline{u}_j)}{\partial x_j} = \frac{\partial (\overline{u}_i \tau_{ij} - q_j + H_i^{SGS} + \sigma_j^{SGS})}{\partial x_j} + S.
\]

Here, \( \overline{\rho} \) is the mass density, \( \overline{u}_j \) are the velocity components in the physical coordinate system \((x,y,z)\), and \( \overline{E} \) is the total specific energy. Note that in Eq. (1), an overline over a variable implies Reynolds-averaging, while a tilde denotes Favre-averaging. In LES, the large scales motions are fully-resolved while the effects of the small scales are modeled. The separation between the large and small scales is determined by the grid size, \( \Delta \). In the system of transport equations (1), the filtered viscous stress tensor, \( \tau_{ij} \), and the heat flux vector, \( q_j \), are based on the filtered flow variables. The sub-grid scale (SGS) terms, representing the effects of the small scale structures on the resolved scales, are

\[
\tau_{ij}^{SGS} = \overline{\rho u_i u_j} - \overline{\rho u_i \overline{u}_j}, \quad \sigma_j^{SGS} = \overline{u_j \tau_{ij} - \overline{u}_i \tau_{ij}},
\]

\[
H_i^{SGS} = \overline{\rho E u_i} - \overline{\rho \overline{u}_i \overline{u}_j} + \overline{\rho u_i} - \overline{\rho \overline{u}_i}.
\]

The unclosed viscous work, \( \sigma_j^{SGS} \), is assumed to be small and is neglected in the present work. The SGS contribution to the shear stresses, \( \tau_{ij}^{SGS} \), is computed using the Smagorinsky model. The model parameters are
determined empirically, or are dynamically computed as a function of local flow conditions using the formulation of Germano et al.\textsuperscript{12} and Moin et al.,\textsuperscript{25} with the modification proposed by Lilly.\textsuperscript{21} The SGS energy flux, $H_{i}^{SGS}$, is modeled as

$$H_{i}^{SGS} = -\overline{p} V_{i} \left( \frac{\overline{\tilde{h}}}{Pr_{f}} + \frac{\overline{u_{j} u_{j}}}{2} + \frac{1}{2} \frac{\partial k^{SGS}}{\partial x_{i}} \right),$$

(3)

Here $\tilde{h}$ is the filtered specific enthalpy. The turbulent Prandtl number in Eq. (3), $Pr_{f}$, can be considered either constant, or can be dynamically computed\textsuperscript{21,25} during the simulation.

The filtered total specific energy is given as

$$\tilde{E} = \int_{t_{0}}^{t} c_{p} dT - \frac{\overline{p}}{\rho} + \frac{\overline{u_{i} u_{i}}}{2} + k^{SGS}.$$  

(4)

The source term in the energy transport equation, $S$ in Eq. (1), accounts for the chemical heat release and is outlined in section III.A.

B. Spatial Discretization and Temporal Integration

In order to facilitate the numerical simulation of flow configurations around arbitrary complicated bodies, the transport equations need to be re-cast for a generalized curvilinear coordinate system. In order to facilitate this conversion, the system of transport equations is written in vector form as:

$$\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial \xi} + \frac{\partial G}{\partial \eta} + \frac{\partial H}{\partial \zeta} = \frac{\partial F_{\xi}}{\partial \xi} + \frac{\partial G_{\eta}}{\partial \eta} + \frac{\partial H_{\zeta}}{\partial \zeta} + S,$$

(5)

where $Q$ is the vector of conserved variables, $Q = (\rho, \rho u, \rho v, \rho w, \rho E)^T$ $(F,G,H)$ are the convective fluxes, $(F_{\xi},G_{\eta},H_{\zeta})$ are the viscous fluxes, and $S$ is the source term, which is non-zero only in the energy transport equation (in the expressions above, the “$\tilde{}$” notation was dropped for simplicity). In the curvilinear coordinate system $(\xi,\eta,\zeta)$, Eq. (5) are written as

$$\frac{\partial (Q,J)}{\partial t} + \frac{\partial F_{\xi}}{\partial \xi} + \frac{\partial G_{\eta}}{\partial \eta} + \frac{\partial H_{\zeta}}{\partial \zeta} = \frac{\partial F_{\xi}}{\partial \xi} + \frac{\partial G_{\eta}}{\partial \eta} + \frac{\partial H_{\zeta}}{\partial \zeta} + S,$$

(6)

where $J$ is the Jacobian of the transformation between the generalized coordinate system $(\xi,\eta,\zeta)$ and physical coordinate system $(x,y,z)$. The convective flux in the computational $\xi$-direction in Eq. (6) is given by

$$\tilde{F} = \frac{1}{J} (\xi F_{\xi} + \xi G_{\xi} + \xi H_{\xi}).$$

(7)

The expressions for the other convective and viscous fluxes are similar. The transformed source term in Eq. (6) is computed as $\tilde{S} = S / J$.

High-order compact finite differences are used to discretize the convective and diffusive fluxes in Eq. (6) for low Mach number flows. Consider the differencing of a variable $\phi$ (e.g. conserved variable, flux component, etc.) along the $\xi$ direction, that is $\phi = \phi_{i} = \phi / \partial \xi$. An implicit, centered finite difference formula is employed to calculate $\phi^{i}$:\textsuperscript{20}

$$\alpha \phi_{i-1} + \phi_{i} + \alpha \phi_{i+1} = b \frac{\phi_{i+2} - \phi_{i-2}}{4\Delta \xi} + a \frac{\phi_{i+1} - \phi_{i-1}}{2\Delta \xi}.$$  

(8)

The parameters $\alpha$, $a$, and $b$ determine the spatial accuracy of the algorithm and their values are determined using Taylor series expansions around point $i$. For a sixth-order accurate scheme, $(\alpha,a,b) = (1/8, 14/9, 1/9)^{11,20}$

Compact finite differences are non-dissipative and are susceptible to nonlinear instabilities. In order to remove high frequency noise and maintain solution integrity, a low-pass filtering procedure is adopted. For a typical component of the solution vector, $\phi$, the filtered values $\tilde{\phi}$ are obtained from

$$\alpha_{f} \phi_{i-1} + \tilde{\phi} + \alpha_{f} \phi_{i+1} = \sum_{k=0}^{N} \frac{a_{k}}{2} \left( \phi_{i+k} + \phi_{i-k} \right).$$

(9)

The coefficients $a_{k}$ are expressed in terms of $\alpha_{f}$, which is a parameter that controls the strength of the filter. As $\alpha_{f}$ is reduced, a wider band of high frequencies is damped. The range $0.3 \leq \alpha_{f} < 0.5$ has been suggested.\textsuperscript{39}

For high-order differencing of flow fields with shock waves, the characteristic-wise weighted essentially non-oscillatory (WENO) procedure is used (see Shu,\textsuperscript{33} procedure 2.10). This numerical approach is summarized below.
Considering the $\xi$-direction as an example, we have
\[
\frac{\partial \hat{F}}{\partial \xi} = \frac{1}{\Delta z} \left[ \left( \tilde{R}_{\text{Roe}} \cdot \left( \tilde{R}_{\text{Roe}}^{-1} \cdot \hat{F} \right) \right)_{i+1/2} \right]_{-} \left[ \left( \tilde{R}_{\text{Roe}} \cdot \left( \tilde{R}_{\text{Roe}}^{-1} \cdot \hat{F} \right) \right)_{i-1/2} \right]_{+},
\]
where $\tilde{R}_{\text{Roe}}$ is the matrix formed with the right eigenvectors of the Jacobian $\partial \hat{F} / \partial \xi$ computed based on a Roe-averaged state at $i \pm 1/2$. For the characteristic-wise WENO, the reconstruction procedure is performed on the characteristic fields $\hat{F}_c = \tilde{R}_{\text{Roe}} \cdot \hat{F}$ to obtain the values at $i + 1/2$. The Lax-Friedrichs flux-splitting method is used to obtain the left and right states at the mid-points:
\[
\hat{F}_c^\pm = \frac{1}{2} \left( \hat{F}_c \pm \alpha q \right),
\]
where $\alpha$ is the spectral radius of the Jacobian $\partial \hat{F} / \partial \xi$. The characteristic-wise fluxes at the mid-points are reconstructed as
\[
\hat{F}_c^{\pm, r+} = \sum_{r=0}^{k-1} \tilde{\omega}_r F^{(r)+}_{c,i+r/2} + \hat{F}_c^{\pm, r-} = \sum_{r=0}^{k-1} \tilde{\omega}_r F^{(r)-}_{c,i+r/2},
\]
where $\omega_r$ and $\tilde{\omega}_r$ are normalized weights (see Shu, section 2.2.2), based on smoothness indicators of the numerical fluxes and $c_{rm}$ are the coefficients of Lagrange interpolation. Finally, the reconstructed characteristic fluxes are converted back to physical space, $\tilde{F}^{\pm, r+}_{c,i+r/2} = \tilde{R}_{\text{Roe}} \cdot \hat{F}^{\pm, r+}_{c,i+r/2}$, and the numerical flux formed as
\[
\tilde{F}^{\pm, r+}_{i+1/2} = \tilde{F}^{\pm, r+}_{i+1/2} + \hat{F}^{\pm, r+}_{i+1/2}.
\]

The viscous fluxes for high Mach number flows are discretized high-order compact finite differences. Due to the strong interaction between the flow field and the flame, accurate time-dependent solutions are required. In order to achieve this accuracy, the classical fourth-order Runge-Kutta scheme is employed in its low-storage form\(^a\) for time integration of the system of transport equations in Eq. (6).

### C. The Laminar Flamelet Approach

The effect of chemical heat release on the flow field is computed via a laminar flamelet model. The main idea behind this approach is the assumption that a turbulent flame is a collection of laminar flamelets embedded in an otherwise inert turbulent flow. The flame inner structure can be calculated independent of the turbulent flow, using arbitrary detailed kinetic models and realistic multi-species transport properties. The limitations of this approach are well known.\(^2\)

The freely-propagating premixed flame configuration and the opposed jet configuration are two canonical configurations widely used to generate model data for flamelet libraries. For these configurations, the flame structure is assumed to be one-dimensional, which leads to some simplifications of the multi-species transport equations. The governing equations are given elsewhere.\(^1\) The freely-propagating flame configuration is used to determine the laminar flame velocity, $S_{l,0}$, for various fuel-to-oxidizer equivalence ratio, $\Phi$, and reference ambient pressure values. In the second configuration, a stretched flame is formed between two opposing jets. Depending on the jet mixture set-up, the flame can be premixed, partially-premixed, or non-premixed. The flame stretch-rate, $K$, is controlled by adjusting the velocities of the opposing jets. Flamelet libraries are constructed by tabulating the flame data such as species mass fractions, $Y_i$, reaction rates, $\dot{\omega}_h$, etc. as functions of $G$ and $K$ for various values of $\Phi$. Here, $G$ is the distance from an arbitrary point in the domain to the flame surface.

The turbulent flame characteristics are computed under the assumption that the turbulent flame is an ensemble of different laminar flamelets that fluctuate randomly around the mean flame location. Assuming that the joint PDF $P(G,K)$ is known, the Favre-averaged reaction rates can be computed as:
\[
\tilde{\omega}_h = \frac{1}{D} \int P(G - \bar{G}(\tilde{x}), K) \dot{\omega}_h \left( G - \bar{G}(\tilde{x}), K \right) P(G, K) dGdK.
\]

Assuming statistical independence, $P(G,K)$ is assumed to be a product of a Gaussian distribution for the flame distance function\(^14\) and a log-normal distribution for the flame stretch rate.\(^1\) This model can account for partial extinction of the premixed turbulent flame when local stretch rate becomes larger than the extinction limit, $K_{ext}$.
D. The Level-Set Equation

The evolution of Favre-averaged $G$, or $\tilde{G}$, is modeled by a level-set equation:\(^{28}\)

$$\frac{\partial (\tilde{p} \tilde{G})}{\partial t} + \frac{\partial (\tilde{p} \tilde{u}_i \tilde{G})}{\partial x_i} = \tilde{p} S_T \left( \frac{\partial \tilde{G}}{\partial x_i} \right) - \tilde{p} D_i \kappa \left( \frac{\partial \tilde{G}}{\partial x_i} \right).$$

(15)

where $S_T$ is the turbulent burning velocity, $D_i$ is the turbulent diffusivity, $D_i = \nu / Pr_i$, and $\kappa$ is the curvature of the flame surface, $\kappa = \nabla \cdot \left( - \nabla \tilde{G} \overline{\nabla \tilde{G}} \right)$. The turbulent flame velocity is modeled as\(^{22}\)

$$S_T = S_L \left( 1 + C \left( \frac{u'}{S_L} \right)^n \right),$$

(16)

where $C \approx 2.0$, $n \approx 0.7$, and $u'$ is the SGS turbulent velocity fluctuation, which is assumed to be $u' = 2\Delta^3 \nabla \times \nabla^2 \tilde{u}$.\(^3\)

High-order ENO discretization\(^{13,31,32}\) is used to discretize the spatial derivatives in Eq. (15), with local Lax-Friedrichs flux-splitting, to ensure a robust evaluation of the convection term in this equation. The time marching is performed using 2nd and 3rd order TVD Runge-Kutta schemes. Equation (15) is only valid at the flame front, $\tilde{G} = 0$. Since the distance function property of $\tilde{G}$ is not preserved by the level-set equation, this condition needs to be enforced through a re-initialization procedure. For this purpose, we use the procedure of Sussman et al.\(^{37}\) with the extension in Russo and Smerenka.\(^{30}\) This procedure involves solving the following equation to steady state:

$$\frac{\partial \tilde{G}}{\partial \tau} = \text{sgn}(G_0) \left( [\nabla \tilde{G} \right] G(x,0) = G_0(x).$$

(17)

Here, $\text{sgn}()$ is the sign function. The “~” was dropped from the flame distance function to simplify the notation.

Due to the hyperbolic nature of Eq. (17), the characteristics propagate outward from the zero level, $\tilde{G} = 0$. Since the flame thickness is small compared to the large scale structures, Eq (17) is advanced towards the steady state only for a limited region around the flame surface. The narrow band method\(^{16}\) has been implemented to ensure the computational efficiency of the re-initialization procedure.

In order to discretize the spatial derivatives, Eq. (17) is written in the form

$$\frac{\partial G}{\partial \tau} + \tilde{w} \cdot \nabla \tilde{G} = \text{sgn}(G_0) \cdot \nabla \tilde{G} \overline{\nabla \tilde{G}}.$$  

(18)

Here, $\tilde{w}$ is the unit velocity vector pointing away from surface $G_0 = 0$. In curvilinear coordinates, the partial derivative of the level-set function is computed as

$$\frac{\partial G}{\partial \xi} = J \left( \frac{\xi}{\xi} \right) + \left( \frac{\eta}{\eta} \right) + \left( \frac{\zeta}{\zeta} \right) \tilde{G},$$

(19)

The expressions for the other partial derivatives are similar. Metric identities (Visbal and Gaitonde\(^{39}\)) were used to derive the conservative form in Eq. (19). The convection term in Eq. (18) is further expanded as

$$\tilde{w} \cdot \nabla \tilde{G} = W_\xi G_\xi + W_\eta G_\eta + W_\zeta G_\zeta,$$

(20)

where $W_i$ are the contravariant velocities, defined by

$$W_\xi = w_x \xi + w_y \xi + w_z \xi,$$

$$W_\eta = w_x \eta + w_y \eta + w_z \eta,$$

$$W_\zeta = w_x \zeta + w_y \zeta + w_z \zeta.$$  

(21)

Since the characteristic lines are pointing away from $G_0 = 0$, it is therefore natural to use an upwinding procedure to calculate the convection term (Sussman, Smereka, and Osher\(^{37}\)). In Cartesian coordinates, the upwind algorithm is based directly on the components of $\nabla \tilde{G}$. However, we have found that the upwind algorithm based directly on the partial derivatives $G_\xi$ is less robust in a curvilinear coordinate system, especially for locally skewed meshes. Instead, we computed the contravariant velocities $W_i$ using central finite differences for the rhs terms in Eq. (21). Then we applied the upwind algorithm for the partial derivatives of $G$ in Eq. (20), based on the local values of the contravariant velocities.
III. Results

The numerical features described in the previous section have been implemented into AEROFLO, which is a CFD software product developed by Thaerocomp Technical Corp. The aim of the combined high-order LES/level-set flamelet approach is to accurately predict transient flame phenomena and the detailed coupling between flow and combustion instabilities. A detailed description of the validation of the flamelet library, the level-set algorithm, and the coupled LES/Flamelet approach is presented in this section.

A. Flamelet Library

The laminar flame data used in our flamelet library was validated against experimental results and the predictions from the well-established Chemkin II software.\textsuperscript{17,18,23} Fig. 1 shows comparisons between the results obtained from the freely-propagating flame module of AEROFLO, Chemkin II, and experiments. Both detailed methane kinetics (GRI-Mech 3.0\textsuperscript{34} with 53 species and 325 elementary reactions), and reduced kinetics (DRM22\textsuperscript{16} with 24 species and 104 elementary reactions) were calculated. The Chemkin II results are generated using GRI-Mech 3.0. A good agreement for the laminar flow velocity, $S_{L,0}$ between the AEROFLO results and the other numerical and experimental values is observed. Since the detailed chemistry results in Fig. 1(a) are in better agreement with the experimental values, only the detailed chemistry calculations are shown in Fig. 1(b) and throughout the rest of this paper.

Sample results obtained with the opposed-jet module of AEROFLO are compared with Chemkin II predictions in Fig. 2. These results correspond to a stoichiometric methane-air flame. An excellent agreement between AEROFLO and Chemkin II is evident for both the major species and the radicals. In this figure, $G = 0$ corresponds to the flame surface, defined as the location of the peak heat release rate.

The chemical source term, $Q^0_f$, is defined as

$$Q^0_f = \sum_{i=1}^{N_s} \dot{\omega}_i \Delta h^0_{f,i},$$

where $\dot{\omega}_i$ is the molar reaction rate of species $i$, $\Delta h^0_{f,i}$ is the enthalpy of formation of species $i$, and $N_s$ is the total number of species in the kinetic model. Typical chemical source term profiles corresponding to several flame stretch rates are shown in Fig. 3(a) for a stoichiometric methane-air mixture. Note that the opposed-jet configuration allows the construction of flame data near extinction.

The filtered chemical source term in the total energy transport equation (1) is defined as

$$S = \int \int P(G,K)Q^0_f dGdK.$$  

\textsuperscript{23}
The probability density functions (PDFs) of the flame distance and stretch rate are assumed to be statistically independent. A Gaussian distribution is assumed for the probability of the flame location. The turbulent flame thickness, $I_{F,t} = \sqrt{\frac{G^{n+2}}{G=0}}$, is required for the evaluation of the PDF of $G$. In this study, the turbulent flame thickness is modeled as $I_{F,t} = I_F + \Delta$, where $I_F$ is the laminar flame thickness and $\Delta$ is the local grid size. Following Abdel-Gayed et al.1 and Nilsson and Bai,27 a log-normal distribution is assumed for the stretch rate. For this approach, the turbulent stretch rate is modeled based on the sub-grid scale dissipation similar to Flohr and Pitsch.9

Fig. 3(b) shows the effect of the grid size, $\Delta$, for a model stretch rate of $K=500/s$. Similar profiles have been obtained for other stretch rate values (from zero to extinction). In order to save on the computational time, the chemical source term is filtered in a pre-processing routine and stored in a flamelet table as a function of $G$, $K$ and $\Delta$. During the simulation, the contribution of the chemical heat release in the energy equation is evaluated through a multi-dimensional interpolation in the flamelet table.

**B. Level-Set Algorithm**

The advection/rotation/re-initialization procedures for level-set functions were tested for canonical configurations. In order to rigorously test the robustness and accuracy of the level-set function transport and re-initialization algorithms presented in Section II.D, a highly skewed curvilinear mesh, shown in Fig. 4, was used.

In the first test, the $G_0 = 0$ level is an ellipsoid with the center located in the middle of the computational domain. A uniform velocity of unit magnitude is imposed in the physical $x$-direction. The results at $t = 24$, in Fig. 5(a), show overlapping $G_0 = 0$ levels at symmetric $y = const$ planes with respect to the center of the computational domain. Moreover these surfaces maintained their initial ellipse shape.
For the second test, the $G_0 = 0$ level corresponds to a rectangle in $z = \text{const}$ planes. For this case, shown in Fig. 5(b), the velocities correspond to a rigid body rotation in the counterclockwise direction. The rectangular shape of the level set function is well preserved during the rotation motion, even on the highly skewed mesh. The results shown in Fig. 5 confirm the accuracy of the level-set procedure. For both the advection and the rotation cases, additional tests (not shown) were performed to determine the optimal number of re-initialization iterations. It was found that 10-30 re-initialization steps were required to obtain accurate results, with the larger value corresponding to highly-skewed computational meshes.

The computation of the curvature, $\kappa$, which is required in Eq. (15), involves the evaluation of second-order derivatives of the level-set function. This can lead to erroneous results in regions with large curvature variations and non-orthogonal computational meshes. A series of comparisons between various numerical evaluations of the curvature and analytical expressions for a unit sphere (results not shown) indicate that 6th-order schemes (ENO or compact) are necessary to obtain accurate results. These comparisons also indicate that 4th order schemes are sufficient only for orthogonal and moderately skewed meshes only.

C. LES of a V-Gutter Flame Holder

A combined numerical and experimental investigation was conducted on a flame holder configuration. Figure 6(a) is a schematic of the experimental configuration. A 12MW experimental combustion facility located at the Propulsion Directorate of Air Force Research Laboratory in Wright-Patterson Air Force Base, Dayton, Ohio was used for the experiments. The facility is capable of simulating the exit conditions of the Low Pressure Turbine (LPT) of legacy, pipeline and future high performance fighters. Flow conditioning is employed in the facility which provides a uniform velocity and temperature profile ($\pm 3\%$), and 6% turbulence at the inlet of the test section. The flame holder is a v-gutter-type bluff-body which traverses the height of the test section ($z$-direction not shown in the figure). In this configuration, the flow is considered two-dimensional at the center of the test rig.
A six-block overset computational grid, shown in Fig. 6(b), was generated for this problem. Table I shows the number of grid points in each block. The grid lines in blocks 1 through 4 are distributed to ensure a sufficient number of grid points in the vicinity of the v-gutter. For blocks 5 and 6, the grid lines conform to the specific wall topology, to better capture the boundary layer that develops on the flame holder. This is necessary in order to obtain a correct vortex shedding pattern downstream of the bluff-body.

Table I. Computational grids. The grid dimensions have been normalized with the v-gutter width.

<table>
<thead>
<tr>
<th>Block</th>
<th>No. of grid points</th>
<th>Grid size Min Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7696</td>
<td>0.02 0.08</td>
</tr>
<tr>
<td>2</td>
<td>8140</td>
<td>0.02 0.10</td>
</tr>
<tr>
<td>3</td>
<td>7696</td>
<td>0.02 0.08</td>
</tr>
<tr>
<td>4</td>
<td>8140</td>
<td>0.02 0.10</td>
</tr>
<tr>
<td>5</td>
<td>7425</td>
<td>3×10^-4 0.14</td>
</tr>
<tr>
<td>6</td>
<td>7425</td>
<td>3×10^-4 0.14</td>
</tr>
</tbody>
</table>

An overset grid procedure is employed to exchange information between blocks 5 and 6 and the other computational blocks (see Fig. 7). The number of overlap grid points used between these blocks ensures that the order of the compact scheme in the interior computational domain is maintained across the boundaries.

The boundary conditions for LES are set to match the experimental conditions. The gradient of pressure is zero while the density and velocities are prescribed at the inflow (left boundary in Fig. 6(b)). The Reynolds number based on the inflow streamwise velocity and the v-gutter width is 29,000 and the Mach number is 0.15. The inflow transverse velocity component is set to zero. At the outflow, zero-gradient conditions are prescribed for all variables, except pressure, whose value is imposed. Periodic conditions are imposed in the transverse direction for the bottom and top boundaries in Fig. 6(b).

The computational domain is initially quiescent. A symmetric recirculation region forms downstream of the v-gutter at early times (results not shown). At later times, the numerical flow field loses its symmetric character due to small numerical instabilities and a vortex-shedding pattern develops. Thus, no explicit forcing was used to initiate vortex-shedding. Fig. 8 is representative of the clockwise and counterclockwise vortex shedding behind the v-gutter. In this figure, two dominant coherent vortex structures can be seen. These are large periodic vortices of opposite sign on the order of the scale of the v-gutter. These large-scale structures appear to be the von Karman vortices typical of the shedding behind a bluff-body.
There are also trails of smaller vortices that originate at the v-gutter trailing edges. As the larger vortices are formed inside the v-gutter, their circulation creates appreciable velocity along the inner wall of the v-gutter. The rotation of the clockwise vortex produces positive velocity on the upper inside wall while the counter clockwise vortex produces positive velocity on the lower v-gutter wall. This velocity results in a boundary layer that grows on the inside surfaces of the v-gutter. The inner boundary layer meets with the outer boundary layer at the trailing edge of the v-gutter and vortices that appear to be of the Kelvin-Helmholtz type are formed. These vortices quickly curl around as the large coherent vortex spins. Due to their scale they are quickly dissipated and are therefore short-lived in the flow.

In order to confirm the shedding frequency for the Karman vortices, LDV and LES data were taken in the wake of the v-gutter. Figure 9(a) depicts the FFT of the LES velocity data \( \frac{1}{3} \) of a gutter width downstream of the flame holder at three transverse positions in the wake. In this figure, the dominant amplitude occurs at a frequency of 334Hz for all three signals. This value corresponds to a Strouhal number, \( St=0.24 \). In addition, the signals from the off-center locations, \( y=\pm 0.5 \text{ in.} \), exhibit a second dominant frequency, which corresponds to a Strouhal number, \( St_2=0.54 \). This frequency is associated with the smaller vortices generated from the v-gutter trailing edges.

Several more computational and experimental “runs” were made over many different Reynolds numbers. LDV experiments were conducted at five different inlet Reynolds numbers ranging from 4,968 to 49,681, while the Reynolds Numbers in the LES ranged from \( 10^4 \) to \( 10^5 \). Figure 9(b) is a plot of the Strouhal data collected for all of the Reynolds numbers tested and the data for a 30 degree 0.75 inch v-gutter from NACA RM E51K07.\(^{41}\) Note that the Strouhal data for the v-gutter from LDV compares very well with the NACA results. The Strouhal number values from the numerical simulations are approximately 7-20% lower than the equivalent experimental results for
the lower Reynolds Numbers. Further investigation is needed to understand the differences between the experimental data and the results of the numerical simulations.

D. LES/Level-Set Flamelet Simulation of a Turbulent Bunsen Burner

A 2D LES/Level-Set Flamelet study was carried out to validate the combustion simulation tools presented in this paper. The characteristics of established flame data are being calculated and compared for the Bunsen burner configuration of Chen et al. This configuration was also used by Pitsch and Duchamp de Lageneste to test the level-set model in their LES procedure. Fig. 10 shows a schematic of the experimental configuration and the computational domain. The boundary \( x = 0 \) in Fig. 10(b) corresponds to the pilot flame and main jet exit plane in Fig. 10(a). The pilot stream extends from \( y / D = -2.8 \) to \( y / D = 2.8 \) at \( x = 0 \) to match the experimental specifications. The 2D computational mesh uses \( 141 \times 101 \) grid points and spans \( 30D \) and \( 20D \) in the streamwise and transverse directions, respectively. The grid lines are clustered in the transverse direction near the expected flame region and in the streamwise direction near the jet exit plane to accurately capture the interaction between the pilot flame and the initially cold premixed mixture. The total number of grid points is deliberately kept small compared to similar LES studies to test the ability of the high-fidelity numerical scheme to capture the main features of the turbulence-chemistry interaction with a coarse grid.

The boundary conditions were set to match the experimental conditions for Flame F3 of Chen et al. These conditions correspond to an inlet velocity of 30 m/s and a Reynolds number, \( Re = 23,500 \) for the premixed mixture jet. Based on the experimental findings, F3 is well within the flamelet regime for which the current approach was designed. Fig. 11 shows contour plots of the normalized temperature field for a reacting LES simulation. For this simulation, the pilot flame is assumed to generate hot combustion products right before \( x = 0 \). Due to the heat released by the consumption of the fresh mixture in the jet, the shear layer expands in the radial direction in qualitative agreement with the experimental observations.

The average streamwise velocity and temperature profiles for a reacting simulation are shown in Fig. 12. A very good agreement with the experimental results is evident at \( x / D = 2.5 \) and \( x / D = 4.5 \). At locations further downstream, the temperature near the centerline exhibits a local maximum in the numerical simulations, a phenomenon that is not observed in the experiments. This difference is due to a curved region in the flame surface shape (see Fig. 11, close to \( x = 0 \)). This curvature leads to a flame surface located closer to the centerline, \( y = 0 \), compared to the experiments. Comparison of the species mass fractions for select major species and radicals in Fig. 12 reveals a similar shift towards the centerline for the numerical results compared to the experimental data.

We are currently extending the computational domain to also simulate the flow upstream of the jet exit plane to correct this behavior. Also, we are in the process of implementing a transport equation to model the passive mixing
between the combustion products and the surrounding ambient, and of testing a more comprehensive turbulent burning velocity model by Pitsch and Duchamp de Lageneste.29

IV. Conclusions

In this paper we reported on the validation of a high-fidelity flamelet-based code with the capability to predict unsteady premixed flame behaviors such as local extinction and re-ignition. The presented results indicate that the proposed procedures are robust and quite viable from accuracy and efficiency stand points.

The flow solver incorporates high-order spatial and time differencing techniques coupled with a matching high-order overset procedure to permit the analysis of realistic problems which usually have very complex geometries. The coupling between chemical reaction and the flow field is achieved through a level-set flamelet approach. The laminar flamelet library has been generated with a code developed in-house using detailed kinetic models and realistic multi-species transport and thermodynamic properties. The flamelet data are validated through comparisons with experimental results and results from other numerical simulations. A level-set transport and re-initialization algorithm was implemented in curvilinear coordinates to accommodate complex geometries.

Non-reacting and reacting simulations using LES and a relatively small number of grid nodes have been performed to verify the ability of the developed software to capture the turbulent flow and combustion characteristics. A good agreement with the experimental data is reported. Future work includes the incorporation of additional models for the turbulent burning velocity.
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Fig. 12 Comparison of mean species mass fraction values for (a) CH$_4$ (dotted line and square), CO$_2$ (dashed line and triangle), H$_2$O (solid line and triangle), and (b) OH (dashed line and diamond), H$_2$ (solid line and “+”), CO (dotted line and gradient). The thick lines correspond to the numerical simulation and the thin lines and symbols correspond to the experimental data. The mass fractions values for OH were multiplied with 75, for H$_2$ with 100, and for CO with 10.

Fig. 13 Mean streamwise velocity (solid lines and squares) and temperature (dashed lines and triangles) at various locations across the flame. The lines correspond to LES/Flamelet results and the symbols to the experimental data.


